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Motivation: sub-system power NI
» Fine-grained power info enables optimization & adaptation for 0S and Apps || o || p || * Performance
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 Power sensors for each component in the system: simple, but expensive Counter
* Objective: sub-system power with only ONE system-wide power meter

Approach: single power meter plus event counters Power b
* Event counters record information about hardware usage: SENsor

Context switches, cache misses, branches, etc.
* Hypothesis: A linear model can predict sub-system power
using event counters and system-wide power info

* Model: Low cost, transplantable, robust , and adaptable to variation el o
Self-training cannot be achieved by traditional static model Power Model (Matlab)
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System Design

Preliminary Results

e Testbed: Sub-system power sensors as ground truth and system-wide power sensor as input to linear model
* Training: Ground truth power and event counters are recorded for CPU and Memory-intensive benchmarks
* Testing: Real-time disaggregation of power with accuracy of 95%

* Live Demo

Future Works

* Sophisticated model e Different hardware/software information * Various training algorithms & tools
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Performance Counter Value
(e.g. cycles, instructions,
branches, cache-misses, CPU-
migrations, context-switches...)

Normalization
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Linear
Regression

Trained Model and Coetficients
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